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Abstract— The IETF is currently working on service differentiation in  tion Function (PCF) forms aBasic Service Set (BSS), and the
the Internet. However, in wireless environments where bandwidth is scarce grag it covers is calleBasic Service Area (BSA). A BSS can

and channel conditions are variable, IP differentiated services are sub- _: . 1 :
optimal without lower layers’ support. either be an independeat-hoc™ network or aninfrastructure

In this paper we present three service differentiation schemes for IEEE network, in which anAccess Point (AP) links the WTs to is-
802.11. The first one is based on scaling the contention window according tribution System (DS), therefore extending their range to other

to the priority of each flow or user. The second one assigns different inter BSSs via other APs. The whole system is then cafeended
frame spacings to different users. Finally, the last one uses different maxi- ’

mum frame lengths for different users. Service System (ESS). The DS can be any kind of fixed or wire-
We simulate and analyze the performance of each scheme with TCP and less LAN.
UDP flows. This standard supports two services:

Keywords—QuoS, DiffServ, TCP, UDP, CBR, Wireless communications. , Dijgtributed Coordination Function (DCF): which supports
delay insensitive data transmissions (e.g. email, ftp).
I. INTRODUCTION « Point Coordination Function (PCF): this service is optional.
supports delay sensitive transmissions (e.g. realtime au-
%/o/video) and is used in combination with DCF.

IRELESS communications are an emerging technolo

and are becoming an essential feature of everyday’s li . ) .
Not only computer networks are becoming mobile, eventua%n a BSS, WTs and the AP can either worlcimtention mode
I

each device will have one or several wireless interfaces (e Clusively, L_Jsmgthe DCF, or isontention-free modeusing the
laptops, cameras, phones etc.) [1], [2]. Simultaneously, miic F. In the first mode, WTs have to contend for use of the chan-

timedia is having an equivalent growth. Multimedia applica{leld"’_lt each dat"_’l paclf[et”tr{:\jn;m;;smxlb In Itlhe iﬁco\?\;ﬂ_rmtode the
tions impose requirements on communication parameters, s{lgpCium usage Is controlied by the AF, pofiing the W1s 1o ac-
as data rate, drop rate, delay and jitter. Guaranteeing thﬁgggs the m_edlum,thus.ehmmatmg the n_eed for contentions. This
requirements in wireless environments is very challenging bg—St modetlstrjot exccliuswed an? tht‘_a m?dlum %ar} beélllateglated be-
cause wireless links have variable characteristics (due to noié -encontention mode andcontention-iree mode for ( on-

To deal with this problem, many wireless communication staﬁe— tion Period) and CFP (Contention Free Period) respectively.

dards have been defined. Some of them enhance the Quality 0f;gtributed Coordination Function (DCF)

Service (QoS) of the whole system [3], others differentiate be- ) _ )
tween the priorities of each mobile host, offering them different AS mentioned earlier, the DCF is an asynchronous data trans-

quality of service parameters (e.g. different data rates or dnission function, which best suits delay insensitive data. It is
lays etc.)[4]. In this paper we propose mechanisms for servid¢, Only possible function in ad-hoc networks. When used in
differentiation for IEEE 802.11. The paper is organized as fftn infrastructure network, DCF can be either exclusive or com-
lows: Section Il describes the IEEE 802.11 protocol. Sectiglined with PCF. Each WT gets an equal share of the channel
Il presents simulations and analysis of the IEEE 802.11 whi#}fough contention, i.e. a WT contends for channel use before
used with TCRTransport Control Protocol)[5] and UDP(User ~€ach frame waiting for transmission. _

Datagram Protocol)[6] transport protocols. Section IV intro- _1ne basic scheme for DCF @Garrier Sense Multiple Access

duces some means of service differentiation on the wireless I§SMA)[O]- This protocol has two variants: Collision Detection
with some simulations and mathematical models. Finally, se&zSMA/CD) and Collision Avoidance (CSMA/CA). A collision
&an be caused by two or more stations using the same cRannel

at the same time after waiting for the channel to become idle, or
(in wireless networks) by two or more hidden termifatans-
Il. IEEE 802.11 mitting simultaneously.

: CSMA/CD is used in Ethernet (IEEE 802.3) wired networks.
The IEEE 802.11 standard covers the MAC (Medium ACCeWhenever a node detects that the signal it is transmitting is dif-
Control) sub-layer and the physical layer of the OSI (Open S)f/t%

this paper. An extended version of this paper is [7].

. . rent from the one on the channel, it aborts transmission, saving
tem Interconnection) reference model. In this paper, we only fo-

cus on the MAC part. A general description of the IEEE 802.11 An ad-hoc network is a group of wireless nodes connected together without
; ; ; control of any centralized point.
StTdard IS a]c\®I|2lb|e I_T_ [8]f [;] WT der th trol of 20n the physical layer, irspread spectrum technology, a channel is the
‘A group orwreless lermin .5( s) under € CONtrol O a pseudo-random sequence used to “spread” data.
Distributed Coordination Function (DCF) or aPoint Coordina- ~ 2Hidden terminals are terminals which cannot hear each other [10].
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useless collision time. This mechanism is not possible in wir
less communications because a WT cannot listen to the char el I__ DIFS

while it is transmitting, due to the big difference between tran |T|
mitted and received power levels. To deal with this problem, t kel ' —

Time
—

sender should wait for an acknowledgment (ACK) from the r¢
ceiver after each frame transmission, as shown in Figodrce graden : p—
axis shows the data transmitted by the source. The destinal ! Wi
replies with an ACK, shown on thestination axis. The third Other | — EE—
axis shows the network status, as see®tyer WTs. Note that ; ]
transmission delays are not shown. The Interframe Spaci | Defer access = NAV+DIFS 3 Backoff
DIFS and SIFS will be explained later in this section. ‘ ‘
If no ACK is returned, a collision must have occurred and
the frame is retransmitted. This technique may waste a lot of
time in case of long frames, keeping the transmission going on

while collision is taking place (caused by a hidden terminal for ) )
example). sion ends. NAV is updated upon hearing an RTS from the sender

To solve the hidden terminal problem, an optional RTS/CT&d/or a CTS from the receiver, so the hidden node problem is

(Request To Send and Clear To Send respectively) schem@Ygided.

used in addition to the previous basic scheme, as shown in Fig! Necollision avoidance part of CSMA/CA consists of avoid-

2 a station sends an RTS before each frame transmission @ Packet transmission right after the channel is sensed idle for
reserve the channel. Note that a collision of RTS frames (B8FS time, so it does not collide with other “waiting” packets.
octets) is less severe and less probable than a collision of dAg{ead, @ WT with a packet ready to be transmitted waits the
frames (up to 2346 octets). The destination replies with a cf8annel to become idle for DIFS time, then it waits for an addi-
if it is ready to receive and the channel is reserved for the pack@@l random timebackoff time, after which the packet is trans-

duration. When the source receives the CTS, it starts transnfitit€d, as shown in Fig. 1 and 2. Collision avoidance is applied
ting its frame, being sure that the channel is reserved for its8f dat@ packets in the basic scheme, and on RTS packets in the
during all the frame duration. All other WTs in the BSS updaf@ ' S/CTS scheme. The backofftime of each WT is decreased as

their Network Allocation Vector (NAV) whenever they hear an 10nd @s the channelis idle (during the so cabedtention win-
RTS, a CTS or a data frame. NAV is used fortual carrier dow). When the channel is busy, backoff time is freezed. When
backoff time reaches zero, the WT transmits its frame. If the

sensing, as detailed in the next paragraph. ) g :
The overhead of sending RTS/CTS frames becomes conﬁﬁSKEt collides with another frame (or RTS), the WT times out

erable when data frames sizes are small, and the channel is ting fgr the _ACK (c_)r the CTS) and comput_es anew randc_)m
optimally used. References [10] and [11] discuss optimal d ckoff time with a higher range to retransmit the packet with

frame sizesRTS Threshold) above which it is recommended to @€' collision probability. This range increases exponentially
use the RTS/CTS scheme. Very large frames may reduce tra?%2—2+l wherei (initially equal to 1) is the transmission attempt

mission reliability too. e.g. an uncorrectable error in a Iard?eumber' Therefore, the backoff time equation is:

frame wastes more bandwidth and transmission time than an er-
ror in a shorter frame. So another optimization parameter is
used, which isfragmentation.threshold, above which packets here 570t _time is function of physical layer parameters, and
are fragmented. o rand() is a random function with a uniform distribution in [0,1].

Not all packet types have the same priority. For examplepere is a higher limit foi, above which the random range re-

ACK packets should have priority over RTS or data framegains the same. The packet is dropped after a given number of
This is done by assigning to each packet type a diffehet®t  etransmissions.

Frame Spacing (IFS), after the channel turns idle, during which
a packet cannot be transmitted. In DCF two IFSs are used: Short

Fig. 1. Basic access scheme.

Backoff_time = [22T¢ x rand()| x Slot_time 1)

IFS (SIFS) and DCF IFS (DIFS), where SIFS is shorter the .

DIFS (See Fig. 1 and 2). As a result, if an ACK (assigned wit PR - =SIFs —=

SIFS) and a new data packet (assigned with DIFS) are waiti A e |T|

simultaneously for the channel to become idle, the ACK will b g FE ——

transmitted before the new data packet (the first has to wait Sl o 3 W " [ack

whereas the data has to wait DIFS). ao — E—
Carrier sensing can be performed on both physical and MA | T NAVRTS) [T ont. win.

layers. On the physical laygphysical carrier sensing is done 3 | NAV (CTS) !

by sensing any channel activity caused by other sources. On 3 NAV (data) ‘

MAC sub-layeryirtual carrier sensing can be done by updating ! Dl eeeEss Backoff

a local NAV with the value of other terminals’ transmission d :

ration. This duration is declared in data, RTS and CTS frames.

. . Fig. 2. RTS/CTS access scheme.
Using the NAV, a WT’s MAC knows when the current transmis-
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avrl: 198620 “bdw_WT1" —

All WTs have equal probability to access the channel and
thus share it equally. But this method has no guarantees fopoooo [~ T
gueuing delays, so it is not optimal for time-bounded applica-
tions. Time-bounded applications are better supported with the
optional PCF. 150000

avrl: 101158
avr2: 101920,

1. UDP AanD TCPoOVERIEEE 802.11

In this section, we present simulatforesults and we analyze
the behavior of UDP and TCP when running on top of an |EEE
802.11 MAC sub-layer: UDP and TCP. The topology of the sim-
ulation network is rather simple (see Fig. 3): Three WTs, de- sow00
noted byW T; wherei = 1,2 and3 respectively, are uniformly

avrl: 68689
avr2: 69115

ughput (Bytes/s)

100000

6698
avr3: 66987

i< WT3 ON >
distributed around an AP and they are sending their packets to a — ;' T20N >
fixed host wire-attached to the AP. 0 ?
40 60 80 100 120 140 160 180 200 220 214'?me (53?)0
A. UDP flows

. . . Fig. 4. Throughput using UDP.
Let us first consider the use of Constant Bit Rate (CBR) traf-

fic sources over UDRYV T, WT, andW T3 start sending their

CBR/UDP packets at sends 50, 100, and 150 respectively, UShe medium with the previous two. Throughput gets lower, as

Ing the R.TS/CTS scheme. Simulation ends at_ second 250. Dc%ia rate is shared among the three WTs. Delay, jitter and drop

ing time interval [50,100[¥' T} can get the desired data rate as e get higher

long as it doesn’t exceed the effective radio link data rate, i.e. '

1.6 Mbps in our simulat?o'?l In this example a single traffic g TCP flows

overloads the link, sending 1100-byte packets each 0.005 sec-

onds (giving a data rate of 1.76Mbpsl.6Mbps, so the channel When we replace the UDP transport layer with the TCP one,

is busy most of the time). As shown in Fig. W,T; has a sta- the throughput, delay and jitter behave the same way as in UDP.

ble throughput. It also has short delays and jifterfhe drop However packet dropping due to buffer overflow at the sender

rate, which is about 10% in this case, depends on the usedibigvoided with TCP. We observe absolutely no TCP dropped

rate. During the second phase (i.e. between seconds 100 Bagkets due to its adaptability and to the use of the RTS/CTS

150), WT, andW T, share the data rate almost equally as th&gheme: When the sender requests to transmit and the channel

both have the same probability to access the medium (Fig. &)idle, no dropping is observed as long as the traffic is adapted

The average delays of both traffics are higher than in the fifgtthe offered throughput, which is the case of TCP. Some RTSs

period due to a higher number of RTSs denied: The channefflide, are dropped, then retransmitted by the MAC sub-layer

occupied by one terminal, the other terminal must wait durifggnsparently to the TCP layer.

that time. It can also be the case that RTSs collide. Jitter alsol he TCPcongestion window (cwnd) sizes of all three WTs

gets higher due to the more variable channel usage, caused Byesshown in Fig. 5, for the whole simulation tifne

higher number of WTs contending to access the channel. DurAt each new period, more congestion occurs and the gen-

ing the third period, between seconds 150 and 2603 shares eral slope decreases. However toagestion window never de-
creases during the simulation time, even at the instant values

i\Ll’VSingNSféNawork?j”:"a‘?) f][OZmMierkelﬁyr[]lZ]- 45 to an effect ds%):?ale. After theSlow Start period, in which thewnd increases
e consider a raw data rate o ps which corresponds to an effective dg(a 1 4t each ACK recention. thevnd reaches thesthreshold
rate of approximately 1.6 Mbps . _ : plion, trewn _ _ esh
6We consider that the jitter is the standard deviation of the delay. (20 in this case) then theongestion avoidance period starts,

during whichcwnd increases byl /cwnd at each ACK recep-
tion. If a packet is dropped (detected by timing out the ACK,

or by receiving multiple similar ACKs), thesthreshold is set to
@ cwnd/2 and thecwnd is reset to 1 [5].
Fig. 6 is a “zoom” ofIWT, congestion window during the
,ﬂ/ period [153,154]. This figure also shows TCP-ACK packets re-
ception, the RTS dropping and toentention window sizes.
@ — Sink At each ACK packet arrival, theongestion window increases
by 1/cwnd as we are in theongestion avoidance period, and it
- - 1.6Mbps never decreases because TCP never times out for an ACK recep-
i tion: dropped RTSs, for TCP-ACK and data packets, are retrans-
@ mitted by the MAC sub-layer much faster than the TCP timeout.
7Iijen ifcwnd is a byte counter in TCP, we expressnd in packets for con-
venience.
Fig. 3. Simulation network topology. 8In NS, the network simulator that we used, it starts with 31 and the sequence

is: 31, 63, 127..% — 1).
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180

epo WT1 though each of th€BR/UDP flows is configured to “fill" the
160 “Chow T3 available data rate separately, we see that WTs equally share the
available data rate. No TCP timeouts were observed and the
contention window keeps increasing during the simulation time.
120 Even when we increase the number of UDP flow$iT, and

WTs, we observe no effect on the contention windowof :

available channel data rate is shared among WTs and not among

140

100 o L

Congestion Window size

80 different flows. Several flows in a single WT share the same
MAC sublayer and so they have the effect of a single flow to-

60 wards other WTs. Decreasing (resp. increasing) the CBR packet

0 sizes inW T, andWW T3 would decrease (resp. increase) the TCP

cwnd slope inWWT;.
To force TCP timeouts, we increased the number of TCP
) flows inWT; from 1 to 2 and 3, whiléV' T, andWW T3 use UDP
0 50 100 150 200 T|me(sezcE)‘0 ﬂOWS .

When two TCP flows use the same MAC sublayer, each of
them will have longer delays before accessing the channel than
when acting alone. This reduces the slope ofdived consid-
erably. Adding a third TCP flow in the same WT introduces

When two or more WTs are used simultaneously, the delay hfore delays for channel access, causing TCP timeouts before
tween two TCP-ACK packets reception is obviously higher thagceiving the waited ACK.

when using a single WT (more collisions, less free channel pe-A similar observation is made on TG#nd (in W) when

riods etc.). Therefore the TGR@ngestion window increases at a we increase the number of WTs from 3 to 13, using either UDP
slower rate (as seen in Fig. 5) and the slope is lower. This cgnTCP. When the number of WTs is large enough, TCP may
also be noticed when comparing the WTs' respeciver start  also time out after several consecutive collisions. Note that there
periodsT'ssi, T'ss2 andT'ss3 shown in Fig. 5. Surely, thesejs no possible congestion at the AP or the fixed host in our sim-
delays not only affect thewnd, but the data rate too. In fact,yjations.

when using TCP the data ratelisn; .o 777 fot cwnd dt,

20 Tssl ‘N Tss2 :v‘ Tss3

Fig. 5. TCP congestion window sizes.

where RTT is the Round Trip Time [13]. Last, we should note IV. DIFFERENTIATION MECHANISMS

that a TCP source won't receive the ACK of a packet if: As mentioned in the introduction, in order to give WTs either

- after several RTS attempts, the data packet has been dropfigéistical or absolute QoS guarantees, we can get differentiated

by the MAC sub-layer. services between WTs by giving them different QoS parameters.

- after several RTS attempts, the ACK has been dropped by thgvhen we aim to introduce priorities in the IEEE 802.11 using

MAC sub-layer. the DCF (Distributed Coordination Functidh)several param-

» either the data packet or the ACK did not reach its destinatiasters can be considered, among which:

because ofioise on the channel. 1. Backoff increase function: Each priority level has a different
A severe or busy channel could lead to such scenario: backoff increment function.

Consider the case whed@T; uses TCP whileW T, and 2. DIFS: Each priority level is assigned a different DIFS, after
WTs use UDP flows of the same packet size as TCP. Evehich it can transmit its RTS or data packet.
3. Maximum frame length: Each priority level has a maximum
frame length allowed to be transmitted at once.

In the following subsections we analyze them separately and
show simulation results with corresponding mathematical anal-
- ysis.

82.3

"153-154; recvd_a

"1537154_tcpe
"153-154_dropd_RT!
82.2 *153-154:-cont:wir

X NX
ato

s

82.1 e

e A. Backoff increase function

82 As we have seen in section Il (1):

81.9

Backoff_time = |22+ x rand()| x Slot_time

Congestion Window size

o ot the only configurable term in this equation2&™. Our first
A attempt to introduce priority was to replace it By“’ where
. 127 P; is a priority factor of the WTj. So, instead of multiplying

[ cont. wind: 31 the range by two at each retransmission, we multiply ity

81.6

9“Full data rate” CBR/UDP flows added i T; will consume the whole
153 153.1 153.2 153.3 153.4 153.5 153.6 153.7 153.8 15?3|;|9me (5;&?)4 aVaiIabIe data rate, WlthOUt Sharing |t Wlth TCP
10\When using PCF (Polling Coordination Function), introducing priority is
Fig. 6. Congestion window size & T, during the period 153-154. centralized and somehow simple as in TDMA. We will not get into it in this
paper.
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35

(Here, the higher the priority factor is, the larger is the backoff = Al 0591412 o T
range, the lower is the chance to first access the channel, the T alaymns
lower is the throughput.) ? jiter2: 0307489 |
A.1 UDP flows 28 o PR ..

We used this scheme in the same network configuration as , AVt 10465526t \
section Ill. WTs send UDP packets, using the RTS/CTS schente. fitert. 0.070465
At second 50, W T; starts transmission with a priority factor & s A o
P;=2 (meanwhileW T, and W T35 are idle). Then, at second
100,W T starts transmission witR,=6. Finally, at second 150, 1 .
W T; starts transmission with;=8. The AP uses a priority fac- avit: 0.272408
tor of 2. Results are shown in Fig. 7, 8 and 9. 05 [ Jiterl: 0.034664

When onlyWT; is on, it uses the whole link data rate, ex- /
actly as in the case with no priorities (cf. section Ill). When T T e T e e o e I T e e o
WT, goes on (at second 100), the link is unequally shared Time (sec)
between the two WTsIWT; having a higher data rate share Fig. 8. Delays using UDP with priorities

(1.42:1). At second 150, the third WT goes on and the results
show that the three WTs get different data rate shares. Obvi-

ously, we can change the rati®%/P; (i # j) to obtain other . .
data rate shares with a wider range (so better priorities). B@fC! Pased on the feedback control embedded in the reception

as this range increases (high priority ratios) the system becorlE§CK packets. In botiSlow Start andCongestion Avoidance
unstable, showing more data rate variability and higher jittersP€riods, TCP sends new data packets only at ACK reception.

This instability is more visible with low priority traffics (high There_a_re two re_asons_th_at explain Why usBegkofi-time is
priority factors, as witi¥’ T5). From the data rate point of view, "0t €fficient for differentiating TCP flows: _
the whole system efficiency gets slightly better when using moreFirst, the AP sends all TCP-ACKs for all WTs using the same

and getting the channel more busy (comparing the data ra@sa per station basis, not per-flow basis. In a per-flow differ-
of WT1, WT, and WT together, and all three WTs in Fig.€ntiation scheme, the AP would have to look into the header of

4: (avry + avrs + avrs)iso_ss0 > (avry + avrs)ipo_150 > ©€ach packet to check the destination address/port. This gives

(avry)s0—100 )- As shown in Fig. 4 and 7 these data rate sun@$lditional load for the AP. It could be also the case that differ-

remain almost the same after introducing the priority scheme€ntiation is made on a packet basis, which supposes that each
packet has a priority field that sets the differentiation parameters

A.2 TCP flows (similar to DiffServ [14]). The additional field causes overhead

Note that when we replace UDP by TCP in all WTs, the réQr shortpackets. These qpproaqhes are left _for future work. .
Second, the backoff prioritization mechanism works only if

sults are quite different: they show no considerable prioritization

effect, and all three WTs almost equally share the data rate,.aa\éw does not receive any CTS upon sending an RTS, it then

shown in Fig. 10. In fact, TCP is an adaptive transport IorHjcreases its contention window. The contention window in-
T ' creases proportionally to the different priority factdPs as-

11High delays are caused by the channel overload, even with a single WT.Signed to each WT. Therefore the probability of scaling the con-

avrl: 198620.8 " gwﬁWTJ " avrl: 94.02 "gropﬁWTl" —
“hdw_WT2" ---- "drop_WT2" ----
200000 ST DWW 200 (47.01%) ’A “dron WIS -

avr2: 124.32
(62.47%)
avrl:i118675.2
avr2: 83641.6
150000 150
avrl: 93620.8
avr2; 59214.4
avr3: 51016

100000 | M \ /\ !\/\AVA. JAVA

i

[ !

avrl: 116.9 (58,31%)
avr2: 147.63 (73.63%)
avr3: 154.45 (77.22%)

100

Throughput (Bytes/s)
Drop rate (pkts/sec)

50000

50

avrl: 21.68
(10.89%)

i :
0 - 0 .

40 60 80 100 120 140 160 180 200 220 240 260 50 100 150 200 250
Time(sec) Time (sec)

Fig. 7. Throughput using UDP with priorities Fig. 9. Drop rates using UDP with priorities.
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200000 TABLEI

“prio_tcp_bdwl" —

W\/MM jjg;;g:gg:ggwt: - CONTENTION WINDOW DISTRIBUTION FOR UDP
150000 Cont. Win. Size | AP | WTy | WT, | W15
(CWmin)31 | 555 | 22718 | 9182 | 4740
Q) 62| 34 922 - -
s 124 0 | 45 - ;
g 100000 186 _ _ 830 _
H 248 0 | 5 - | s27
i 4% | 0 0 - -
50000 992 0 0 = -
(CWmax)1023 | 0 0 75 54

0

40 60 80 100 120 140 160 180 200 220 240 260
Time(sec)

If the AP sends TCP-ACKs fast enough (i.e. it has a much
Fig. 10. Throughput using TCP with priorities. higher priority than al the WTs), 3;_; are greater than «;,

and the chain drifts to state 3: TCP sources will receive their

ACKs very quickly and most of them will be contenting for the

tention window size is proportional to the probability of RTSnedium. This leads to a higher number of RTSs contending to
collision which is proportional to the number of contendingccess the channel, which increases the probability of RTS col-
RTSs. lisions. In this case, the backoff priority scheme workswell and

With TCP, during the congestion avoidance phase, a soutbe priority effect is much morevisible.

waits for a new ACK before generating a new packet, i.e. gen-To check out the second assumption, we counted each con-
erating an RTS, because of the congestion control algorithm.géjon window size occurrence when using UDP and TCP sep-
our case, these ACKs are generated by a central entity, the Aftely. Results are shown in Tables | and II: Using UDP,
This AP tends to become the “coordinator”. If the AP is slovg7195 RTSs were sent by all terminals, out of which 2313
most of the WTs will be waiting for an ACK and therefore the{: 34 + 922 + 830 + 527) collided and the contention win-
number of contending WTs will be lower. Respectively, if thgowsincreased proportionally to each terminal’s priority factor,
AP is fast enough, each WT will receive an ACK and will by hecome 62, 62, 186 and 248 respectively. Using TCP2, con-
ready to contend to access the channel. tention windows did not increase as often as with UDP'3. Note

The number of contending WTs (i.e. ready to send an RT$jgt, with TCP, the contention widow value 62 has been reached
is shown in the birth-death chain of Fig. 11. The AP succeefgyre often than with UDP. Thisis because of an additional node,

to send a TCP-ACK with a probability;, increasing the num- the AP, contending to accessthe channel to send the TCP-ACKSs.
ber of contending terminals. It fails sending its TCP-ACK with

o : . o This shows why introducing prioritiesin the backoff time in-
a probabilitya;, thus increasing the number of waiting TCP- )
ACKs (the number of waiting packets is then reduced). crementation has lower effect on TCP than on UDP. In other

If the AP sends TCP-ACKs slowly (i.e. with a low prior-mor?jais;hﬁﬁneri/ ?w lljgteg |Vsmrr?u-(|:—hc r': ar?grl\-/]vﬁﬁ L[JhDelg%ult-
ity), «; are greater thaf;_,, and the chain drifts to the state O: 9 priority rang 9 '
most WTs will be waiting for a TCP-ACK. This leads to a lower

number of cont_endlng WTs _(gach Wlth an RTS) and therefore it T CP the AP also has to send TCP-ACK packes.

a low RTS collision probability. In this case our scheme doessry tcp more packets are sent on the network because of the TCP-ACKSs.

not work very well. No priority effect can be seen. One should compare the ratio: (humber of backoffs)/(total number of RTSs)
instead of the actua numbersin the tables.

TABLE Il
- CONTENTION WINDOW DISTRIBUTION FOR TCP
° Cont. Win. Size | AP WTy, | WTy | WT3
(CWmin)31 | 28969 | 17099 | 8794 | 5076
B =10, B =105 g =1 62 | 1885 | 1466 - -
124 33 53 - -
Statei denotesi contending WTs. éig (_) (_) 940 6é7
(2-i) isthe number of "waiting" ACKsinthe AP 496 0 0 ) )
992 0 0 - -
Fig. 11. Statetransition diagram for TCP generated packets. (CWmax)1023 0 0 29 22
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A.3 Combined TCP-UDP flows

When the AP's priority is not high enough, simulations show
that when we apply the backoff priority mechanism on different
flow types (in different WTs) simultaneously:

« A UDP flow with high priority won't have considerable ad-
vantage over asingle TCP flow with lower priority, and the com-
mon channel datarate is equally shared. In fact, the UDP RTSs
are exposed to collison with AP RTSs, while TCP RTSs collide
less often.

« Ontheother hand, when we apply the priority schemetoaWT
with high priority using TCP flows, and another with low prior-
ity using UDP flows, high priority TCP flows get more through-
put than low priority UDP ones. Backoff priorities enhance the
TCP throughput without necessarily enhancing the cwnd size,
asthe RTT is considerably reduced relatively to the no-priority
scheme.

A.4 Mathematical analysis

In this section we present a mathematical analysis of the sim-
ulation results shown in Fig. 7. The analysis aims to explain
the data rate shares and collision probability in the second pe-
riod (seconds 100 to 150) when using UDP. Similar but more
complex reasoning can be applied to the third period.

During the second period (seconds 100 to 150), where only
WT, and WTy are transmitting at full data rates, each of the
WTS data rate share is proportiona to its probability to ac-
cess the channel, i.e. its random backoff value is lower than
theother's(DIFS + Backof fi < DIFS + Backof f2). This
is similar to comparing two random variables (r.v.) X and Y
which boundsare [a,b] and [a,d] respectively. The probability of
having X < Y (thus WT; accessing the channel before WT5)
isgiven by:

1—-1xb=lza jfp<yq
P ={ 00 @
1 xdq-a ifb>d

Subtracting DIFS from a, b and d simplifies the equations
without changing P(X < Y'). Astimeis dotted, where atime
slot is equal to the contention window unit, a collision occurs'*
when X = Y, and both transmitted packets are dropped. The
collision probability is given by:

1
¥)= maz(b, d)

Initially, both ranges[a,b] and [a,d] are equal to [0, CWmin],
b and d denote the contention window sizes cw; and cws of
WT, and W T, respectively. As contention windowsincrease at
each collision and decrease at each successful transmission, the
combination of subsequent cw, and cw» valuesgivethe 21-state
transition diagram of Fig. 12 and 13. Multiplying the probabil-
ity of W1 success (i.e. P(X < Y) givenin (2)) in each state
by the probability of that state, then summing over al 21 states,
givesthe W T, datarate share'® (0.59in this case). Similar com-
putations give the W T, datarate share and collision probability.

P(X = )

14Thisiswhy b and d where decreased by 1in (2)

15Note that routing packets are not taken into consideration in this analysis,
but surely are considered in the simulation, which results in a slight difference
between simulation and mathematical results.
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NOTE: For clarity convenience, empty straight arrows represent
transitions to the extreme left / extreme top states.

D Solid-line states represent "defined" states.

Dashed-line states represent “"undefined" states.

Filled arrows represent collision transition.

-
—=  Empty arrows represent successful transmission transition

Fig. 12. Contention windows state transition diagram

The transition diagram of Fig. 12 helps finding each state
probability and the inter-state transition probabilities: A filled
arrow represents atransition due to a collision, after which both
contention windows are multiplied by their respective priority
factors P;. In this case, we called the target state a “defined”
state, where both backoff_times are re-computed. Defined states,
in which both cw; and cw, correspond to the indicated values,
are shown with a solid line. In defined states, applying (2) and
(3) to these values give us the transition probabilities.

On the other hand, and empty arrow indicates atransition due
to a successful transmission. In this case, the winning WT re-
sets its contention window (to 31)6, while the other WT keeps
reducing its backoff. Thisis represented with “undefined” states
surrounded by dashed lines. An undefined state has one reset
(31) contention widow size which bounds the new backoff_time

16For clarity reasons, empty straight arrows represent transitions to the ex-
treme |eft / extreme top states and not to adjacent states. e.g. in state 19, if WT1
succeeds accessing the channel, the transition is made to state 15, not state 18.

cwl

NG 62 124 248 496 992 1023
xP2
L1 07874121 0.0089] 3 29e-4) 4 22e-5 |5 25068 33e7]| 71 45e8
31 05 0.4501 02723 0.2007 0.1248 0.0556 0.0301
0.0323 0.0264| 00173 0.0081 0.0046 0.0019 0.0010
;
L8 01254 9] 0.0254]10] 23e-4 |11] 4.9e-6 [12] 2.7 [13] 1.6e-8]14 2e-9
186 0.8306 0.8351 06676| 03745  0.1869 00933|  0.0905
0.0106 0.0054|  00054| 00040  0.0020|  0.0010|  0.0010
;
115 0.0508]16] 1.4e-3|17] 1.4e-4|18] 1.4e-6 [19] 2e-8 [29] 0 21 o
1023 0.9703 0.9701 09398| 08791  0.7578| 05152 05000

0.0019 0.0010 0.0010 0.0010 0.0010 0.0010 0.0010

D Solid-line states represent "defined" states.

Dashed-line states represent "undefined" states.

ﬂ 0.0254

0.8351
0.0054

State number State probability
WT_1 success probability

Collision probability
WT_2 suc. prob. = 1 - (WT_1 suc. prob. + coll. prob.)

Fig. 13. Contention windows state transition diagram: numerical values
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value, and the second backoff_time depends on the previous
states. This makes the outgoing transition probabilities func-
tion of several previous states, hence the chain is not a Markov
chain.

The unknown backoff_time bound in undefined states could
be replaced by the expected contention window size, taking into
consideration previous states probabilities and the correspond-
ing transition probabilities. Applying (2) and (3) to each state
gives a set of equations which, once solved, gives the probabil-
ity of each state.

One major observation on this chain is that it strongly drifts
to state 1 (with probability 0.79), in which both contention win-
dows are reset to CWmin, both equal 31. This fact makes
the data rate shares dightly dependent of the P, / P> values. To
deal with this, we considered CW min differentiation, in which
P, / P, values strongly influence the data rate shares. Theresult-
ing data rate difference can be clearly seen in the simulations,
when using UDP or even TCP flows.

B. DIFS

We have seen in the previous paragraph that using back-
off_time to differentiate wireless users does not always apply to
TCP flows. An aternative solution would be to use DIFS for
differentiation.

Asshown in section |1, IEEE 802.11 ACK packets get higher
priority than RTS packets, simply by waiting SIFS which is
shorter than DIFS (for RTS). WE'll use the same idea to intro-
duce priorities for data frames (in the basic scheme) and for
RTS frames (in the RTS/CTS scheme). In this approach we
give each priority level a different DIFS, say DIF'S; where
DIFS; < DIFS;. Sothe WTs having priority j will wait
DIFS; idle period before transmitting the packet. To avoid
same priority frames collision, the backoff mechanism is main-
tained in away that the maximum contention window size added
to DIFS;isDIFS;_ — DIFS; asillustrated in Fig. 14. This
ensures that no WT of priority j + 1 has queued frames when
WT of priority j starts transmission. Low priority traffic will
suffer aslong as there are high priority frames queued. It could
aso be the case that the maximum random range (RR;) after
DIF'S; can be made greater than DIF'S;_, — DIF'S;, so the
previous rule becomes less severe. In this case, a packet which
failed to access the channel at the first attempt will “probably”
have its priority reduced after consecutive attempts, depending
on the DIFSs and RRs values. This technique may be useful for
realtime application, where we have more constraints on delays
than on packet drops. Simulation results show the following:

« This mechanism offers a very wide range of relative priority:
It can be a 1:1 when DIFSs are equal and RRs are equal. The
relative priority can be infinite when DIFS; > (DIF S +
RRjy1).

« Applying DIFS differentiation shows no efficiency loss, as
seen in Fig. 15 (here, the packet size is 2312 bytes).

o For the same DIF'S; sets, UDP shows more priority effect
(e.g. throughput ratios) than TCP. Here thereis no backoff prob-
lem with TCP (as when applying backoff_time differentiation),
but TCP-ACK packets of several WTs are still sent with the
same priority, which reduces the priority effect. When we ac-
celerate TCP-ACK transmission by reducing the AP DIFS, pri-
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Fig. 14. Including priority in DIFS

oritization becomes more visible.

« For TCP flows, as we increase the AP DIFS, the relative pri-
ority decreases.

« We can apply this mechanism to give UDP priority over TCP
(which was not always applicable with backoff_time differentia-
tion) and vice versa, same DIF'S;sresult in the same through-
put ratios.

B.1 Mathematical analysis

In order to find the interpretation for the data rate shares of
the various WTs when using UDP, let us start by analyzing the
second period (with two active WTSs), then we'll moveto period
three and generalize the analysis.

With two active WTSs, and as packet types are equal, we can
say that the data rate share of a given WT (say W1T3) is equal
to the probability that T} accesses the channel first. That is
the corresponding (DIFS + backoff) value is less than the oth-
ers. Thisleads usto the problem of two random variables (r.v.)
X, and X, with different bounds [a,b] and [c,d] respectively,
uniformly distributed over these ranges (see Fig. 16(a)). We can
easily show that, the probability of having X; < X5 is:

1= (3t x =g ifb>c

4
0 ifo<e )

P(X1§X2):{

250000

"CBR(2312/0.01)/lUDP, DIFS ——
CBR(2312/0.01)/UDP, DIFS+50 -------

avrl: 221400 CBR(2312/0.01)/UDP, DIFS+100 -+

200000

avrl: 130312
150000 awr2:-93746.4

avri:107365
avr2: 75533.5
avr3: 41766.1

s n,/\ww\

Throughput (B/sec)

100000

50000

0 50 100 150 200 250
Time (sec)

Fig. 15. Using CBRIUDP, DIFSps = 50us, DIFSwr, = 50us,
DIF Sy, = 100us, DI F Sy, = 150us
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Fig. 16. Corresponding r.v. for DIFS

This equation complies, with a difference of just 0.7%, to
the data rate shares of W17, and W T, of our simulation dur-
ing the second simulation period (seconds 100 to 150). In fact,
The initial contention window size is 31, a Slot_time is 20us
which gives a random range of 620us, for both of the WTs.
DIFSwr, = 50us and DIFSwr, = 100us, together with
the random ranges, give a=50, b=670, c=100 and d=720for (4).
The dight difference of 0.7% between (4) and the ssimulation
results can be dueto:

« the non perfect random number generator of the simulator.
« not taking subsequent backoffsinto consideration in the math-
ematical anaysis.

In order to apply the analysisto period 3 (seconds 150 to 250),
we have to consider more than two r.v. and the analysis becomes
less intuitive and more complex. We also generalize the case to
any disposition of the variousr.v. bounds, asin Fig. 16(b).

Let N + 1 be the number of WTs (as well as the number of
rv.). Let m; and M; be the lower bound and the upper bound
respectively of r.v. X;. Let Shbe the ordered set of the bounds
(lower and upper) of al ther.v. Foral i =0, .., N, let S; bethe
ordered set of the bounds (lower and upper) of all ther.v. such
that s; € S;,m; < s; < M;.

Given ar.v. Xy, we show that the probability that X isless
than all other r.v. X;,Vi # 0 isgiven by:

X 6s> )

N st —s;
i i
> (s

End-to-End parameters. The number of operations (divisions
and multiplications) needed when applying (5) directly growsas
N, which showsthat further computing optimizationis needed
to be applied in realtime admission control for large numbers of
WTs. Equation (5) is not applicable to WTs with TCP flows,
where we should take the base station flow (TCP-ACKS) into
consideration, as well as packets of different sizes, which adds
new factorsto the equation.

C. Maximum frame length

The third mechanism that can be used to introduce service
differentiation into IEEE 802.11 isto limit the maximum frame
length used by each WTs. Here, we should distinguish between
two possihilities:

« Either to drop packets that exceed the maximum frame length
assigned to agiven WT (or simply configureit to limit its packet
lengths), or

« To fragment packets that exceed the maximum frame length.
As mentioned in section 11, this mechanism is actually used to
increase transmission reliability, we'll also use it for differenti-
ation.

Fig. 17 shows how a WT would send a fragmented packet.
We can see there are no RTSs between packet fragments, so a
given WT keeps sending its packet fragments as long as it is
receiving the corresponding ACKs. Meanwhile, all other WTs
are“quiet.” Thisleadsusto amost the same datarate sharesasif
there were no fragmentation, unless there is fragment loss (thus
anew RTS), due to a noisy channel for example. In the case of
no fragment loss, both above cases can then be described by the
former one, i.e. limiting packet lengthsto a given value.

Simulations showed, as one would intuitively expect, that
datarate shares are directly proportional to the maximum frame
lengths allowed for each WT. That is, for agiven WTj:

By Ly
Eﬁ\; B; Ef\; L;
where B; and L; are the throughput and the maximum frame
length respectively of the WT;. This gives an infinite prioriti-
zation range, with no cost over system stability for high priority
ratios P;/P;. Equation (6) shows no computing or inversion
problemsin order to apply it in realtime admission control with

DiffServ or End-to-End optimization. Note that (6) applies to
WTswith UDP flowsaswell asto TCP flows. Thisschemea so

(6)

P(XO S Xk;ﬁ[)) - Fragment burst Time
5;€S5;,j=0,..,N \i=0 ! o
SIFS, 1_ S|Fs>: ‘ésu;s: — S|Fs>: :esu:s% - sn=s>: — 2 :<7DIFS
Where’ i | ragment ‘ 3 3 [ ragment ‘ 3 3 | ragment ‘ 3 § i
s} isthe element succeeding s; in Sand e [Femere — [Femen: | e — =T
1 |f 8(‘]" < s VZ # 0 D&.i ACKO ACK1 ACK2
— 1 (Tx)
d. = 0 if 50 ZST Fi 7& 0 . Other NAV (CTS) NAV (fragment 1)
8 1/(n+ 1) otherwise, wheren isthe number [ NAV (fragment 0) | NAV(2)
of “i"swhere s; = sg
. . . 9
Equation (5) is useful to explain the datarate shares of several | " Em— NAY (ACKD)
WTs when using DIFS differentiation. Inverting this equation
is useful to determine DIF'S; function of the desired data rate Fig. 17. Packet fragmentation
shares among the WTs, e.g. when using DiffServ or to optimize
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applies properly to give TCP flows priority over UDP one and
viceversa

D. Noisy channels

In the previous sections we only considered perfect channels,
without noise (interference, fading or multipath). This section
provides a brief (due to space limitations) description of our
simulation results with noisy channels. Simulations show that
noise changes the performance of the three described schemes.
Consider the packet error rate (PER) to be

PER=1-(1- BER)"

where BER is the bit error rate, and L is the packet length
(in bits). We first considered a channel with a BER of 10~°.
Thisleads to a low PER (for a 1100-bytes packet, the PER is
0.9%), and no considerable effects can be seen on any of the
three mechanisms.

However, when we apply a 10~ BER to all packets, smula-
tions show that:
« With no priorities, the data rates of all WTs drop almost pro-
portionally to the P E R, and the datarate ratiosremain the same,
equal to unity, for both UDP and TCP flows respectively.
« With backoff_time priorities, two effects can be seen: Thefirst
isdatarate drop dueto packet errors. The second isthat the data
rate ratios increased dramatically, even with TCP flows (such
differentiation couldn’t be seen without channel errors). When
an RTS is corrupted, the sending WT times out waiting for the
corresponding ACK. The WT then increases its contention win-
dow for collision avoidance asif therewasacollision. Asdiffer-
ent WTs increase their contention windows differently, because
they have different priorities, they get different data rate shares.
As aresult, the priority that each WT gets depends directly on
the channel conditions. This property is of course not desirable.
o With DIFSpriorities, the datarates drop proportionally to the
PER, and therelative priority of each WT remains the same.
« With maximum frame length priorities, long packets are more
likely to be corrupted than short ones. This decreases the prior-
ity effect of the maximum frame length scheme.

V. FUTURE WORK
Beyond the results presented in this paper, future work should

service differentiation mechanismsinto |EEE 802.11 MAC sub-
layer. We propose a scheme based on the contention window
variation, another based on DIFS variation and a third one based
on the maximum frame length allowed to each wireless termi-
nal. The first scheme consists of scaling the contention win-
dow according to the priority of each flow or user. We show
via simulations that this scheme performs well with UDP but
does not always work with TCP flows. The second mechanism,
which consists of assigning different DIFSsfor different priority
WTSs, showed better resultsasit can be applied to TCP and UDP
flows. The third mechanism, which assigns different maximum
frame sizes to different priorities, showed less complex results
and works well with both kinds of flows too. The three differ-
ent mechanisms do not introduce any efficiency loss. the data
rate sums remain almost the same after introducing the prior-
ity schemes. On the other hand, the whole system is much less
stable with backoff priority, but keeps the same stability level
with DIFS and maximum frame length priorities. We aso show
that in noisy environments, the backoff and maximum frame
length schemes do not perform well anymore, while DIFS based
schemes' performances remain unchanged. The data rate ratios
increase for backoff mechanisms due erroneous backoffs. These
ratios decrease for maximum frame length mechanism, but they
keep the same values with DIFS mechanism which shows to
have the best general propertiesamong thethree. Asafinal con-
clusion we would recommend to use the DIFS based schemes
for service differentiation.
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