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Executive Summary


Soldiers are regularly endangered to ensure encryption keys are distributed to remote sites.  Currently, encryption key delivery over the Joint Network Transport Capability Spiral (JNTC-S) network is only possible to the unit level containing an Automated Communications Engineering Software (ACES) device.  In order to get keys to outlying units, most units have Soldiers physically pick up and deliver the keys.  This project examined three different possible solutions for delivering keys across the last mile using the JNTC-S as the backbone connecting the point of origin to the remote site that contains the End Cryptographic Unit (ECU).  In examining these three possible solutions, the project group evaluated each method’s effect on the network and the associated cost of each possible solution.  Based on the analysis conducted, the project group recommends using course of action 1, key transfer via VoIP STEs, for the short term and a combination of course of action 1 and course of action 3, black key transfer with ACES at the Joint Network Node (JNN), once the Army fields the Local COMSEC Management Software (LCMS) version 5.0.3 or higher.  
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1
Introduction

1.1 Problem Statement and Research Goal

Unit Commanders regularly endanger their Soldiers to ensure encryption keys are distributed to remote sites.  Currently, encryption key delivery over the Joint Network Transport Capability Spiral (JNTC-S) network is only possible to Brigade level units and above containing an Automated Communications Engineering Software (ACES) system.  In order to get keys to outlying units, most commanders have Soldiers physically pick up and deliver the keys.  This practice has resulted in injuries and death.  The purpose of this project is to investigate the feasibility of delivering electronic key and mission planning data from the point of origin to an End Cryptographic Unit (ECU) and determine the effects on the network.  This will eliminate the need for Soldiers to physically pick up and deliver keys.  During the experiment, the TSEC project group compared three different approaches for key delivery over the JNTC-S and analyzed the different approaches for performance, security, and ease of use.  The group searched for existing policy issues inhibiting possible solutions and made recommended changes to facilitate a transition to these methods.

1.2 Background

The project problem statement describes a concept known to many in the communications field as the “last mile.”  The last mile should be thought of as all of the components that have a role in quickly and consistently moving the key and [image: image2.png]v\ Autalink = Y2 Autofill (@ Send Key
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mission data from the communications security (COMSEC) custodian at the Brigade Combat Team (BCT) with a Joint Network Node (JNN) to the point of use equipped with a Command Post Node (CPN).  These components include, but are not limited to, the Local COMSEC Management Software (LMCS) workstation with Common User Application Software (CUAS), the ACES workstation, the Simple Key Loader (SKL), and the End Cryptographic Unit (ECU).  These components are not only responsible for the movement of key, key data, and mission data, but also the transfer of software and crypto applications (Eder, 2008, p.3-4).  

Most of the efforts made to resolve the last mile within units have involved a series of workarounds to get keys from the source to the ECU.  These solutions consist of different methods to pass red key (unencrypted) and also pass black key (encrypted) with more emphasis being placed on the former.  There are several reasons including policy restrictions and lack of training.  Many units employ the “sneaker net” as the preferred method for key delivery.  In some cases, remote units are given current month plus three months worth of COMSEC.  This method is employed with the understanding that logistics packages and such will have to go to and from all remote sites many times within that four month period.  This method is cumbersome when there is a COMSEC compromise.  In order to perform a COMSEC changeover, Soldiers must make a special trip made in order to physically deliver the keys.  Soldiers deliver the keys by carrying an SKL from site to site.  This practice has caused death and injury to Soldiers.  A second approach to passing red key is to perform Over the Air Re-keying/Transfer (OTAR/OTAT).  This involves transferring COMSEC keys over radios.  This approach works but the end user must be within range of the sender to be able to relay the fill.  This can be used once the key material (KEYMAT) has reached the CPN level to get the keys to the companies, platoons, and lower. 

 There are methods for passing keys over the network that are not common practice for sending cryptographic keys to individual ECUs.  As an established method for re-keying the phones themselves, users send keys over a virtual link created by two Secure Terminal Equipment (STE) devices over the Public Switched Telephone Network (PSTN).  This method has not been successful over the JNTC-S network up until this point using analog STE phones.  Several agencies have proposed a new technique for sending red key between two Voice over Internet Protocol (VoIP) STE phones (see figure 2).  There have been some issues with latency over satellite using analog STEs.  In theory, since the digital packet sent over the virtual circuit is in essence just an additional encapsulation rather than a dedicated circuit, then there would be a reduction of errors with respect to key data. The packets would not rely on a relatively error free and zero latency link to make the connection required to send the data.  There have been several successful demonstrations of this method within the past few months by General Dynamics.

As an eventual replacement to passing red key, black key offers some appealing options that can be implemented within the JNTC-S network to remedy problem of passing keys over the last mile.  Since, by definition, black keys are encrypted, they could be sent from one station to another as an email attachment without the risk of key compromise.  There are two different methods proposed for black key.  The first method involves the use of an ACES workstation at the CPN level (see figure 4).  The second involves the use of an ACES workstation at the JNN level (see figure 6).  The scope of this project involved testing and evaluating in the lab and over a live JNTC-S network the methods using the VoIP STE (Course of Action 1), black key distribution with an ACES at the CPN level (Course of Action 2), and black key distribution with an ACES at the JNN level (Course of Action 3).   The project group identified a number of key terms covered in the next section crucial to a discussion of the courses of action.


1.3
Types of Keys
 


There are some common misunderstandings about what constitutes red keys and black keys.  Red key refers to any unencrypted key.  These keys are transferred directly from device to device connected by a fill cable or over an encrypted media, such as a STE phone.  Commands require a direct chain of custody for these keys because any interception of the keys by an enemy force could result in a security breach.  A black key is an encrypted key.  Black key starts as a red key and is wrapped in another key.  A benign key is another type of encrypted key.  A benign key begins as a black key and is never unencrypted outside of the source device and the ECU.  These keys are generated and passed all the way from the source device to the end device in a black key package.  Once the black key package reaches the ECU, the device unwraps the black package and extracts its particular key from several keys wrapped within.  
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Figure 1 – Black Key Package Concept


There are several different specific types of encryption keys used by the Army Key Management System (AKMS).  A Traffic Encryption Key (TEK) is used to encrypt traffic over a communications channel and a Key Encryption Key (KEK) is used encrypt and unencrypt a TEK.  The TEK and the KEK are standard fills for most encrypted communication devices the Army currently uses.  A Transfer Key Encryption Key (TrKEK) wraps the TEK and KEK into a black package and then unwraps the black package in the SKL or the device being filled (see figure 1).  The TrKEK is classified as red and requires the higher level of care in handling assigned to any red key.  It is normally not authorized to send a red key over the network except in special cases such as STE to STE transfer.  However, the TrKEK can be pre-positioned in the SKL for up to one year for small networks (within one COMSEC account) (Wolf, 2006, p.5).  This reduces the number of times that a key has to be placed into a device by a physical link.  If the TrKEK is generated for a large network, the TrKEK must be re-issued every three months.  Nevertheless, units could employ the STE to STE transfer to pass the TrKEK from the source node to the destination node in emergency situations.  The STE creates an encrypted virtual circuit over which the TrKEK would pass safely.  Employing this course of action for the TrKEK eliminates the requirement for the end user to return to the LCMS with an SKL to receive the TrKEK for any reason (Wolf, 2006, p.8).  

2.
Evaluation and Analysis Standards


2.1  Facts


Current policy allows for OTAR/OTAT of keys over the network in order to get key material to units in remote areas.  According to the U.S. Army Communications Electronics Command (CECOM), OTAR and OTAT are publicized capabilities of the CT3 devices (SEC, 2003).  Units are free to use this method of passing key data from one node to the other.

Current technology allows for each of these methods provided that the units have access to this technology.  The LCMS must have software version 5.0.3 or better for black key packaging.  Currently, the LCMS workstations are fielded with software version 4.0.3.2.  In order for the ACES workstation to support black key, software version 1.8 must reside on the workstation.  The Army has fielded version 1.7 with version 1.8 being tested for fielding (Walton, 2006).  CT3 software must reside on the DTDs or the user must have an SKL with UAS version 4.0 or better.  In order for the black key methods to be viable, the Army must push the certification and fielding of the existing technology used in this study.


2.2 
Evaluation Criteria


The evaluation criteria used for this experiment were delivery, cost, training, and latency.  These criteria were chosen based upon discussions with mentors and subject matter experts.  


2.2.1  Delivery


Delivery answers the question of whether or not the transfer was successful.  Delivery was deemed successful if the keys passed from the LCMS to the end users and then fills were transferred to the SINCGARS radio.  Once the radio on the far end was filled, the radio filled from the SKL on the sending end would attempt to communicate with the radio of the receiving end.  Successful delivery was realized when the radios could successfully communicate in the frequency hop/cyphertext mode.  


2.2.2  Cost


Cost was measured in dollars.  For the purposes of this evaluation, the cost was the amount of money required to purchase the additional equipment used in each COA.  This does not include the cost of new equipment fielding that has not yet taken place with respect to the individual pieces of AKMS systems.  This information is ever changing and would be difficult to compile within the time limits of this project.  The benchmark chosen for this evaluation criterion was $100,000 per BCT.   Less is better and the team ranked each course of action from least expensive to most expensive.


2.2.3  Training


For this evaluation of the different COAs, training was defined as the amount of time to train a Soldier or Soldiers to operate the equipment used within the proposed method.  This was measured in hours.  The benchmark set for this evaluation criterion was the length of time it would take to train a Brigade Combat Team’s (BCT) designated operators on the LCMS, ACES, and SKL at 40 total training hours; less is better.  This was the time it took to train end users in a lab environment at the School of Information Technology on the systems.  The courses of action were ranked by which had the least amount of training time to the most.  


2.2.4  Latency


Latency is the time it takes for a packet to move across a network connection.  For the purposes of this evaluation, the packet moved from the source to destination across the satellite connection connecting the JNN and CPN.  The unit of measure was milliseconds.  The benchmark was the average single trip satellite latency of 600 milliseconds.  A single trip involved the packet transmission from the JNN to the satellite and back down to the CPN.  The higher the tolerance for latency within a course of action the better.  If the tolerance was less than 600 ms, then the COA was rejected.  The courses of action were ranked from the highest latency tolerance to the lowest.

3. Experiment Design


For each COA, the JNTC-S was the backbone to connect the point of origin to the remote site that contains the ECU.  All configurations on the JNTC-S network were set to standard operational settings.  The lab testing phase and live testing phase for COA 1 took place at the Capabilities Development Integration Directorate (CDID), Experimental Division (commonly referred to as the Battle Lab).  The project group connected a JNN stack to a CPN stack through a WAN simulator for the lab testing phase.  For the live phase, the group linked the JNN stack with the CPN stack over the Network Service Center-Training (NSC-T) satellite network.  For lab testing phases for COAs 2 and 3, the set-up consisted of two JNN mock-up nodes within the General Dynamics training facility in Brant Hall at Fort Gordon, GA.  These mock-ups included all of the hardware included in JNN.  The Live testing phase took place at Fort Bragg, NC with elements from the 35th Signal Brigade.  The sending station set up at a JNN node from A company, 50th Signal Battalion on Gaddy’s Mountain (OP 11).  The receiving station set up at a CPN node located just south of Sicily Drop Zone (DZ) also from A company, 50th Signal Battalion.  For all COAs, the project group received the training keys and SKLs from Communications Support Services, inc. (CSS).  The VoIP upgrade kits for the STEs were provided by L3 Communications.  All other materials were provided by the Battle Lab, 442d Signal Battalion, and 35th Signal Brigade.  


3.1
Red Key Distribution from VoIP STE to VoIP STE


Conceptually, sending the key material between two VoIP STEs is similar to performing an OTAR/OTAT over radios.  The SKLs can be positioned at both the sending end and the receiving end or at the receiving end only.  The keys are first generated by the LCMS.  LCMS version 5.0.3 performed the key generation for this experiment.  The LCMS wraps the TEK and KEK inside of a black package using the TrKEK.  This version only allows for the keys to be placed on floppy disk in .XML format.  Future versions will allow the keys to be placed on CD, DVD, or USB flash drive.  This disk is then loaded into the ACES version 1.8 workstation to add the plan data to the black key.  The black key with plan data is then loaded into an SKL using a fill cable from the ACES workstation or a USB flash drive.  Once the keys are loaded in to the SKL, they are ready to transfer.  Before the users can exchange key material, the VoIP STEs must be put into operation.  The users must build the template for both VoIP STEs in the Cisco Call Manager (CCM) and register the phones.  Additionally, the STEs must be set to 2400 kbps data rate.  The sending unit uses the STE to call the receiving unit on their STE.  Once the two 
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sides establish the call, they initiate a secure data connection within the STE.  The users connect the SKLs to the STEs on each end using the STE fill cable which has an EIA-232/530A connector to connect to the phone and a 6-contact U-183 connector to connect to the SKL.  Once the SKLs are connected to the phones, the sending end initiates a key transfer on the SKL.  Simultaneously, the receiving end prepares the SKL to receive the key.  The SKL breaks the key package into segments to be encapsulated into a series of RTP segments within User Datagram Protocol (UDP) packets by the VoIP STE.  These packets are sent from one phone to the other and then to the receiving end SKL.  Once the SKL receives the keys, the user checks each key to ensure proper receipt of the key.  The user on the receiving end will then fill any ECUs for which it has keys in the SKL.  In the case of the Single Channel Ground and Airborne Radio System (SINCGARS) or the Advanced System Improvement Program (ASIP) radio, the user will fill all ASIP radios that are local and then perform an OTAR with the units/vehicles that are not co-located with the end user that received the fill over the VoIP STE. It is important to note that with this method and the methods in the next two sections, there is an extra step to fill some legacy devices such as the ASIP or SINCGARS radios.  Within the SKL at the end user’s side before filling the ASIP or SINCGARS radio, the fills for the radios must be converted to the DS-102 format.  In order to do this, another SKL must be used.  On SKL 1, the user will issue the TEK and the KEK to SKL 2 making sure to change the format of the key issue to DS-102.  Once the TEK and the KEK are in the SKL 2, the user can then fill the ASIP or SINCGARS radio.  Once the user loads the TEK and the KEK into the radio, he or she must fill the hopsets from SKL 1. 

Each BCT would require 20 VoIP STE phones in order to facilitate COA 1.  This is based on seven battalions with two VoIP STEs each plus the BCT 

Headquarters (HQ) with six VoIP STEs.  This estimate includes two VoIP STEs at each battalion based on having one located at the S6 and one located at a remote site.  

3.1.1
Experiment Specifics
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The project group set the JNN and CPN stack with the WAN simulator linking the two together.  The calls were initiated as described in paragraph 3.  The team sent five groups of keys per iteration.  The groups consisted of the SKL database (without keys) with the SINCGARS hopsets, the KIV 7 TEK and KEK, the 
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SINCGARS TEK and KEK, the TrKEK, and a TACLANE Firefly key.  The first iteration started with the WAN simulator to imitate a satellite link with 1000 ms of latency.  All five groups of keys passed successfully.  In each of the following iterations, the team increased the latency provided by the WAN simulator until each key was unsuccessful in negotiating the link.  The TACLANE Firefly key was the first to fail to negotiate the link at 1250 ms.  The team expected the Firefly key to fail first because it was the largest of the keys the team tested.  The next key to fail to negotiate the link successfully was the TrKEK at 2000 ms.  Finally, at 2500 ms of latency the SKL failed to negotiate a handshake in order to transfer the the KIV7 and SINCGARS TEKs and KEKs at that level of latency.  The team returned to the Battle Lab 24 September 2008 to run the final test over the live satellite link over the NSC-T.  All five groups of data and keys successfully transferred across the live link without an issue.  The team loaded the SINCGARS fills and hopsets into the radios and ensured the radios could communicate.  The course of action was successful.


The team noted some key observations in dealing with this course of action.  The VoIP STE must connect to CCM rather than Call Manager Express (CME).  According to L3 Communications, CME could not manage a VoIP STE.  This could be an issue with connecting a VoIP STE to a CPN.  It is recommended that the units point the VoIP STEs at the CPN to the CCM on the JNN.  Additionally, if the switch port connecting the phone is set up to handle both Virtual LAN (VLAN) 58 and 59, change the switch port to VLAN 58 only.  The switch uses the supervisory tone (2600 Hz) released by standard VoIP phones to enable the phone to connect to VLAN 58 upon connection.  The VoIP STE does not release this tone and the switch will put the phone on VLAN 59 preventing the phone from reaching the call manager.  

3.1.2
Analysis


The project group analyzed the course of action against the evaluation criteria described in paragraph 2.  The first evaluation criterion of delivery was given a 1.  The key passed over the live link successfully and then loaded into the SINCGARS successfully.  This was sufficient to deem the key delivery within this course of action a success.  The team assessed the second evaluation criterion of cost at a score of 3.  This was the highest cost option to implement.  As tested, each STE phone costs $3,200 and each upgrade kit costs $1,000 for two phones.  This is a total cost of $3,700 per phone.  Assuming each BCT would need 20 STEs, the total cost would be $74,000 to buy all of the STEs and upgrade kits.  For the evaluation criterion training, the team gave this course of action a score of 1.  This was the easiest course of action to implement.  It would require a Soldier on each end to understand how to make a secure phone call with a VoIP STE and how to transfer a key from on SKL to another.  The final evaluation criterion latency was assessed as a 2.  The VoIP STE was the most sensitive to latency even though it tested successfully at much higher levels than the benchmark latency of 600 ms.  This gave this course of action a total score of 7 which is the lowest score of the COAs.  The course of action on its own was an overwhelming success but was not as good in some areas as the other two COAs.

3.2
Black Key Distribution with ACES at CPN level
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The generation of keys for the black key implementation is similar to that described in the previous section.  The LCMS workstation generates the TEK, KEK, and TrKEK or wraps the TEK and KEK with the existing TrKEK.  The black key package is then placed on a floppy disk (CD, DVD, or USB flash drive in the future) 
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in .XML format for transfer to a SIPR workstation.  On the SIPR workstation, the black key package is attached to an email and sent to the SIPR email address of the end user at the other end of the network.  Once the end user receives the email, they transfer the file via portable storage device (i.e. CD, DVD, USB flash drive, etc.) to the ACES workstation.  The ACES workstation operator then takes the black key package into the ACES workstation and generates the plan data including platforms and equipment.  The key wrapped with the plan data is then transferred to the SKL via the fill cable.  Once in the SKL the fills are applied to the appropriate device. 


Black key is a secure means for transmitting keys over the SIPR network.  If the transmission is somehow captured by an enemy, the data within the black key package would not be compromised.  The attacker would not be able to decrypt the black key package without having the TrKEK.  The TrKEK is a 128 bit key used for the encryption of the TEK and the KEK.  If an enemy were to intercept the black key package and then try to figure out the TrKEK using a brute force method, they would have 2128 = 3.4 x 1038 possible combinations of bits to test.  This would take on average 2.17 x 1019 tries to get the correct TrKEK using brute force to resolve the key.  A computer trying 1 million keys per second would take 690,232 years to crack the TrKEK.  


The black key package would not tie up network resources for its transmission.  Each .xml file containing the black key package was 4 bytes with the plan data and 2 bytes without the plan data.  When attached to an email and sent over the SIPR network, the key package without plan data produced 4 Ethernet frames with 5,290 bytes total including overhead.  The key package with the plan data produced 6 Ethernet frames with 8,192 bytes total including overhead.  Over a 1 Mbps connection, the effect would be very minimal.  


Current policies do not address sending keys wrapped in a TrKEK and then attached to an email over the SIPR network.  The use of this method will not constitute any break in policy as long as the custodian or courier handles controlled cryptographic items (CCI) and sensitive materials according to current procedures governing red/black separation and storage of cryptographic materials.  

3.2.1 Experiment Specifics


The project group used the JNN shelter mock-ups at the General Dynamics training facility to perform the lab testing for COAs 2 and 3.  These were complete JNNs linked with a 512 kbps connection between each of the nodes.  At both JNN nodes used, the project group set up a notebook computer running Wireshark to 

view the frames being sent over Ethernet, a notebook computer running the Distributed Internet Traffic Generator (D-ITG) to generate network traffic, and Microsoft Exchange Server to forward the emails containing the key material.   

Since an ACES workstation was not available to use at the testing site during the course of the project, CSS generated two separate versions of each black key.  One version of the keys had no plan data from the ACES workstation in order to simulate COA 2 and the other version of the keys had the plan data for COA 3.  The inclusion or exclusion of the plan data with the keys as the black key packages negotiate the satellite link is the only difference between COAs 2 and 3.  As predicted, the black key package attached to the email did not have any issues negotiating the link without the plan data.  As previously mentioned, the total size of all the Ethernet frames containing the email and attached black key totaled 5,290 bytes.  The transmission of the email was contingent only on the existence of a connection to the destination exchange server of the addressed email recipient.  Latency had little effect.   As long as TCP was able to negotiate a link between the sender and receiver, the email would traverse the link.  The only time there was a failure was when the network was saturated with 3,500 frames per second at a size of 3,500 bytes.   At Fort Bragg, NC, the email passed flawlessly over the live satellite link.  The latency experienced over the link at Fort Bragg, NC was an average of 1380 ms.  The high level of latency coupled with the normal network traffic from the 50th Signal Battalion's users had no effect on the key transfer.  The project group transferred the keys from the JNN to the CPN, loaded the SINCGARS on the far end, and made contact from the SINCGARS at the JNN to the SINCGARS at the CPN in the frequency hop/cyphertext mode.  The transmission was successful and the method of delivery was proven valid.


3.2.2
Analysis


The project group analyzed COA 2 using the same evaluation criteria used for the other COAs.  The first evaluation criterion for delivery received a score of 1 because the keys were delivered successfully.  This method was not only successful but exhibited a high tolerance for latency and traffic levels within the network.  The second criterion, cost, was given a score of 1.  The Product Manager for Network Operations has an enterprise license for the ACES software and can provide this to the unit at no additional cost.    The maneuver unit may want to purchase additional notebook computers to provide a separate system to run the software.  This may be desirable but unnecessary.  Therefore, the group did not consider this additional cost when analyzing this COA.  The training involved with this course of action would be the most extensive of the three COAs giving it a score of 3.  The group estimated the training time based on an ad hoc program developed by CSS, inc. to train the SKL, LMCS, and ACES workstation operators to generate and manage black key.  This training would take 24 hours to complete over three days at the requesting unit's location.  It is a hands-on training program aimed at the LCMS and ACES workstation operators as well as a train the trainer portion on the SKL.   Since latency was not an issue with this course of action, the final evaluation criterion was given a score of 1.  This score was the best possible score in this category.  
3.3
Black Key Distribution with ACES at JNN level


This method is virtually the same as the previous method except the ACES workstation is not located with the end user.  The ACES workstation is located at the JNN level which means that the email attachment will be slightly larger because of the inclusion of the plan data.  As mentioned before, the .XML file with the plan data is 4 bytes. The .XML file without the plan data is 2 bytes.  The LCMS workstation generates the ECU TEK, KEK and TrKEK or wraps the TEK and KEK with the existing TrKEK.  The black key package is then transferred to the ACES


workstation via CD, DVD, or USB flash drive.  The operator of the ACES workstation adds the plan data to the keys and transfers the black key packages (.XML file) with the plan data to a SIPR workstation via CD, DVD, or USB flash drive.  The .XML files are then attached to an email and sent to the email address of the end user that needs the fills.  The end user at the CPN level receives the email with the .XML files and places the files on a USB flash drive for transfer to the SKL.  Once the .XML files are in the SKL, the user will assign the keys and hopsets to the appropriate devices.  The end user will then transfer the fills to the ECUs using the SKL. 


3.3.1 
Experiment Specifics


The process for testing this course of action was identical to the process for 

COA 2 with the exception of sending a doubly large black key package.   



3.3.2
Analysis

This course of action had the lowest scores in almost every event.  The first evaluation criterion for delivery received a score of 1.  The keys were delivered successfully.  As with COA 2, this COA exhibited very a high tolerance for latency and traffic levels within the network.  The second criterion cost received a score of 1 because there is no additional equipment for the unit to purchase.  The Army is fielding the required equipment next year.  Since this fielding is already planned, the project group did not consider this as an additional cost that the unit would have to cover.  The training requirement for this COA was ranked as the second highest in total required training hours.  In order to implement this COA, it is suggested that all users complete training on using the SKL in conjunction with black key.   It is estimated that the training would take 8 hours based on the amount of training required for the project group to learn how to handle black key packages within an SKL.  It is not very complicated but there are a number of steps to take in order to transfer the black key from one SKL to another as a DS-102 fill as outlined in paragraph 3.1.   COA 3 was tied for first place with COA 2 with respect to the evaluation criterion latency.  As with COA 2, the level of latency had little effect on the transmission of the black key packages.  If there was a connection at all, the email would pass over the satellite link from the JNN to the CPN.    
4.
Suggested Course of Action (COA)


The suggested COA based on this study is COA 3.  It faired better than the other two COAs as indicated in the decision matrix in figure 8.  It is by far the most reliable and easiest to implement with the least cost to the unit.  However, the COA will not be available to maneuver units until next year with the fielding of the LCMS upgrade to version 5.0.3.  Current versions of this system do not support black key.  In the meantime, it is suggested that the units implement COA 1 as a bridge to the next versions of the LCMS.   This COA did not perform as well as the other two overall, but did well in most categories.  The keys passed over the satellite link and there was little training involved.  Furthermore, latency was only an issue at levels well above what a unit should allow for a single trip over the satellite link from a JNN to subordinate unit’s CPN.  The cost was the highest but not prohibitive.  It is much better to spend $74,000 per brigade for a method to send encryption keys over the network than to risk the lives of Soldiers to hand deliver these encryption keys.  Also, the method in COA 1 can be used as a back up to COA 3 in cases where the NIPRnet is functioning but the SIPRnet is not.  The method in COA 1 does not require SIPR whereas COAs 2 and 3 require the use of SIPR email.  COA 1 can also be used to send the TrKEKs within a small network (within one COMSEC account) for emergency purposes.  With this in mind, the project group recommends that the Army request a waiver from The Director of the National Security Agency (DIRNSA), Information Assurance Policy, Procedures and Insecurities Division to allow STE to STE transfer of TrKEK during wartime operations.


5.
Conclusions


The project group investigated the feasibility of electronically delivering key and mission planning data from the point of origin to an ECU and determined the effects on the network.   The team examined three courses of action as solutions to the problem of getting encryptions keys across the last mile.  In all three cases, the electronic keys passed from the origin to the ECU successfully.  The methods introduced in this study are not difficult to implement and can greatly enhance the ability of a unit to distribute keys without endangering Soldiers.  The suggested course of action is a secure method with little chance of a COMSEC compromise.  The COA is convenient in that the user sends an email.  A user can perform this anywhere there is an available SIPR workstation with email capabilities.  With the ease of use, security, and forward compatibility, the methods suggested in this study should be implemented immediately.
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Appendix A - Army Key Management System (AKMS) / Key Management Initiative (KMI)


The Army Key Management System (AKMS) is a multi-tiered structure for controlling the generation and distribution of COMSEC keys within the Army.  It is based on and supported by the Department of Defense Electronic Key Management System (EKMS).  There are four tiers to AKMS that identify systems and processes at different hierarchical levels.  Common Tier 0 (CT0) consists of the key generation process at the National Security Agency (NSA).  Each tier below the NSA can request electronic keys to be delivered by STE using a dial-up message server.  This connection will eventually be replaced by a Virtual Private Network (VPN) connection (PdM NETOPS-CF, 2007, p.9).  Common Tier 1 (CT1) is the Communications Security Logistics Activity (CSLA) at Fort Huachuca, Arizona. CSLA is responsible for executing the EKMS common tier 1 operations and stands accountable for the receipt, transfer, destruction, relief from responsibility, and disposal of COMSEC material for 500 multi-service COMSEC account holders (CSLA, 2006).  Common Tier 2 (CT2) consists of the LCMS and possibly ACES workstations located with the COMSEC custodian at the strategic level.  Tier 2 provides for cryptonet planning and management (automated key management throughout the network), key ordering, key generation, key accounting, key tag generation, key encryption, Signal Operating Instructions (SOI) generation, Electronic Protection (EP) planning, and Electronic Distribution (SEC, 2003).  Common Tier 3 (CT3) consists of the LCMS, ACES workstation, SKLs, and the Data Transfer Device also known as the AN/CYZ-10 ANCD with common tier 3 software at the Brigade Combat Team (BCT) and below.  Tier 3 provides for cryptographic security for storage of key, key acquisition, key loading of COMSEC equipment, Over the Air Re-keying (OTAR), Over the Air Transfer (OTAT), SOI display, EP data fill for the Single Channel Ground Airborne Radio System (SINCGARS) or Advanced System Improvement Program (ASIP), and maintains an audit trail (SEC, 2003).  Since most units operate at the tier 3 level, we will focus our discussion of the last mile to this level.


Key Management Initiative (KMI) is an automated net-centric system for delivering cryptographic materials from the source to the ECU (Kirkland, 2008, p.11).  It will require much less management and accounting of keys due to the tracking embedded within the system and the use of KMI aware devices, such as a HAIPE,  that receive key materials directly from a central server.  The KMI aware ECUs can even distinguish which keys are needed for its fill.  This system will begin the fielding process of Capability Increment 2 (CI-2) spiral 1 in 2011.  During this phase of the system’s deployment, a mixture of both KMI aware devices that can perform Over-The-Network-Keying (OTNK) directly from the source and legacy ECUs that will require a translator to be positioned in between the source and the legacy ECU will coexist.  In 2013, KMI CI-2 spiral 2 will begin fielding.  During this phase, the delivery method will use black key exclusively.  This will open up the ability to push keys from the CI-2 Product Source Node (PSN) through a KMI type 1 Primary Services Node (PRSN) to the ECUs over NIPRNET (Kirkland, 2008, p. 8-9).  KMI CI-3 will begin fielding in 2015.  This initiative will replace the translators needed and the PRSN with a Mission Planning Management Support System (MPMSS) with Delivery Only Client (DOC).  This will also take away the need for a separate KMI client workstation and the client/AKP node (Kirkland, 2008, p.16).   
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Figure 6 – Black Key distribution with ACES at JNN level








Figure 2 – Red Key Distribution from VoIP STE to VoIP STE











Figure 4 – Black Key distribution with ACES at CPN level








Figure 9 – Sample KMI node structure (NSA, 2000)








Figure 8 – Decision Matrix








Figure 3 – Red Key Distribution from VoIP STE to VoIP STE


Testing Phase (Battle Lab)











Figure 5 – Black Key distribution with ACES at CPN level


Testing Phase (General Dynamics Facility and Fort Bragg, NC)











Figure 7 – Black Key distribution with ACES at JNN level


Testing Phase (General Dynamics Facility and Fort Bragg, NC)
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